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Direct Mapped Cache

» | ocation determined by address

» Direct mapped: only one choice

» (Block address) modulo (#Blocks in cache)

#Blocks is a
power of 2

Use low-order
address bits

00001 00101 01001 01401, 10001 10101 110 11101
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Bob is building a fence behind his house. He uses a hammer to
attach a board to the rail. Bob then measures and cuts the next
board.

The likelihood that Bob will need the hammer again is an example of
locality.

O spatia

® temporal

) Bobis building & fence behind his house. He grabs a hammer from

the garage. Bob will likely need additional tools stored in the garage,
so0 Bob also grabs nails, a shovel, and a level.

The likelinood that Bob will need resources stored together in the
garage is an example of locality.

® spatia

O temporal

) Given the following loop, the high likelihood of accessing multiple

elements within array A is an example of locality.

while (i < 18){
A[i] = A[i] + 2;
i=1+1;

(® spata
O temporal
Given the following lcop, the high likelihood of accessingi = 1 + 1

repeatedly is an example of locality.

while (i < 18){
A[1] = A[L] + 25
i=1+1;

QO spatia

® temporal
Instructions may exhibit temporal locality, but never spatial locality.

QO True

O True

Correct

Bob will likely need to use a3 hammer several times during
the construction of the fence. The reuse of 3 specific
resource within a short time is known as temporal
ocality

Correct

Bob will need a variety of tools during the construction of
the fence. These tools are |ikely stored in & similar
ocation, such as the garage. The use of resources stored
closely together is known as spatial locality.

Correct

Programs commonly step through an array, and access
each element sequentially.

Correct

Most programs contain loaps, so the same subset of
nstructions are executed repeatedly

Correct

Instructions may exhibit both termporal and spatial
ocality. Instructions are accessed seguentially in the
absence of a jump, thus showing spatial locality.
Instructions within a loop are executed repeatedly, thus
showing temporal locality.

Correct

Data may exhibit both spatial and temporal locality.
Sequential access to arrays or strings show spatial
ocality. Data within 2 loop are accessed repeated|y, thus
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A memory hierarchy is composed of an upper level and a lower level. Data is requested by the processor. 2 out of 10 requests find
the data in the upper level and returns the data in 0.4 ns. The remaining requests require 0.7 ns to return the data.

Determine the corresponding values for the upper level memory.

Hit rate Correct

memory accesses found in the upper level [}
total number of memory accesses 10

Miss rate Correct

(1-hit rate) =(1-09) =01

_ = o

Data in the upper level reguires 0.4 ns to retrieve.

Miss penalty Correct

0.7 ns is required to replace a block in the upper level with the corresponding block from
the lower level, and then deliver the bleck to the processor.

The time required to move the head to the desired track. Correct
seek time The first step to access data from a magnetic disk is to position the head aver the

proper track. Average seek times are usually advertised as 3 ms to 13 ms, but the actual

seek time may be much faster due to the locality of disk references.

The time required for the desired sector to rotate under the head. Correct

Rotational latency The second step to access data from a magnetic disk is to rotate the platter so that the
desired sector is positicnad under the head. The average latency is halfway arcund the
disk, or 2 to 5.6 ms.

The time required to transfer a block of bits. Correct
Transfer time The third step to access data from a magnetic disk is to transfer the data from the disk

to the processor. Transfer rates in 2012 were between 100 and 200 MB/sec, but built-in

caches can improve transfer rates to 750 MB/sec.




Select the memory technology that most closely matches the statements below.

1) Used to implement the memory levels closest to the processor.

]
o

3)

(@ SRAM

Ty

) DRAM

Has fewer transistors per bit of memory.

(O sRAM

® DRAM

Requires a periodic refresh.
O sRAM

® DRAM

Correct

SRAMS are typically faster, so are used to implement
memary levels closer 1o the processor. SRAM access
times typically range from 0.5 to 2.5 ns, whilz DRAM
access times typically rangs from 50 to 70 ns.

Correct

DRAMSs use a single transistor (and capacitor) per bit of
mermory. In contrast, SRAMs typically use six to eight
transistors per bit of memary.

Correct

DRAMS store a value as a charge in & capacitor, which
can anly be kept for several milliseconds. Thus, values
are periadically refreshed by reading and writing the valus
back to the cell.



1) A magnetic disk is a type of .
= . . Correct
(®) mechanical device
A magnetic disk is composed of a collection of platters,
which rotate on a spindle. A movable arm pasitions a
small electromagnetic coll just sbove each platter, which
is responsible for reading and writing to the disk.

O semiconductor memary

]
Pl

Writes to the same location in a can wear out memory bits.

P Correct
(® flash memory

Flash memory can support a finite number of writes
oecause the underlying technalogy deteriorates from
frequent uss. Qver time the location s no longer able to
stors data. Most flash mamories uss 2 technigue called
wear leveling to move blocks from freguently written
ocations to less used locations.

O magnetic disk

3) Memories in personal mobile devices are typically

= Correct
(® flash memory o _ ) )
Wagnetic disks typically have higher capacity and lower
cost, but the mechanical compenents are not well suited
for the jostling inherent in personal mobile devices, and
mMay Consume rmore power too.

O magnetic disk

4} In @ magnetic disk, sequential block numbers are placed next to one
another on a track. Ex: Block 207 is placed after block 206. Correct

Zeguential blocks may be on different tracks. To spesd

Jp s2guential transfers, blocks are orderad in serpentine

fashion across a single surface, trying to capturs all the

sactors that are recorded 2t the same bit density.

O True

® False

3) Magnetic disks are volatile.
— Correct
() True
The metal platters are coverad with magnetic recording
material used to store data. The recording material s not
dependent on a power source and maintains the data

aven when the power is removed.

@® False



Determine the cache index given the dirﬁct-"napped cache size and block address.
Type the cache index as a binary value. Ex: 1

1) Direct-mapped cache 5|@ﬂ_ b; é ! )
Block address: 000" Correct
) S

= (Block address) madulo (Mumber of blocks in the
Show answer ) cache)

= 00011z modulo 10002

=011z
31g in 3-bit binary is 011

2) Direct-mapped cache size: 8 one-word blocks
Block address: 103014

Check Show answer

Correct
101

The index could be determined using bass 10
calculations: {21) medula (8) = 5. However, the number of
cache entries is 2 powsr of 2, sothe cache index can be
determined by the low-order logz (cache size in blocks)
bits of the block address. Logz(8) is 3 500 10101 (MNote
that 1072 is 51g).

Block address: 10000701, Correct
ﬂ 101
. The cache index is the lowest order 3 bits of the block
R Show answer L% address, which is indspendsnt of the size of the block
r) Z address.
4) Direct-mapped cache sizg -word blocks
Block address: 00107100 Correct
1100

1100

m Show answer

This cache contains 16 blocks, so the cache index is
determined by the lowest order logz(16). Logs(16) is 4 so:
001011002

3) Direct-mapped cache size: 8 one-word blocks |



4) After a request to address 00101, the data in cache block 107, is

1) A request to address 001079, resultsin g cachﬁl

Correct .
l Memary(, sl Correct
u The lower 3 bits of the address (101) specifies the cache The request to address 00107, results in a cache miss,
block mapping. The cache block's valid bit is turned off 50 the word at address .0101_._._: s brought into cache
\0 (N}, which indicates the cache block does not contain Too [ o | Memoyi000) | block 1014, and replaces Memary(11107 ).
001 Y| 0o, Memory (00001 ) valid data. o Tw L ! -
010 | N poven
o |y | 11 Memory (11011,_) on || o OO
100 LY | 11, Memory (11100,,_) 100 | N
—_—>1 N > V\Q-Ve V\ 0| Y| o, Memory (11101,_)
1o Ty o1, Memory (01110,,_) d@ m v | og, Memaory {00110,
i1 [y | 1o, Memory (10111, s% m | N
. QO 1mo
O hit
P ® 00101
(® miss )
5) Arequest toaddress 10111, results in a cache
Correct

2) After & request to address 000 10,,., the tag in cache block 110,43

WO~ Correct m The 'e:uest.results ina cache hit. The valid bit is set ()

sothe datz 5 va he tag in cache block 111

<

The request to address 00110, results in a cache miss, o0 | N matches the Lpper two bis of address 1011 -
sotl"e word at address 00110, is brought into cgcwe 001 | N }, which indicates that the requested \
block 110y, The lower 3 bits of the address (110) o0 | v | 1, Memory (11010,__)
000 | N specifies the cache block mapping, and the upper 2 bits o | n
oo1 | v|| oo, Memory (00001,,_) of the address (00) becomes the tag. w0 | v | 10, Memory (10100,_.)
010 N 101 N
011 | N m | v | og, Memory (00110,_)
100 Y ", Memory (11100,_) m ¥ 10,0 Memory (10111}
01 | N ® hit
—p 110 y 0(9 QO miss
m ¥ 100 Memoary (10111,,) 6) After a request to address 10000, the data in cache block 000,
Correct
O 10 —
. The reguest to address 10000, results in & hit, 50 the
® 00 _ contents of the cache doss not changs. If a reguest
- v i T Data
m = = results in a miss, then the cache is updatad with the

3) Arequestto address 00007, resulis in & cache 000 1 Y] 1O | Wemory{10000,,) requested word from memory.
v Correct o0 | Y| oo, Memory (00001,_)
; ) ) oww |y | n Memary (11010,
The reguest results in a miss because the tag in cache o v (11010,.,)
block 0014,,, does not match the upper two bits of LU RS L™ Memory (11011,_)
oo | Y | of.. Memory (01000,,.) 20lcress 000075 (175e % D0:uo). wo | v | 1o, Memary (10100,_)
— 001 Ci1,.) Memory (11001, ) 101 | v ]| oo, Memory (00101,_)
o0 || of, | Memoryototo,) 10 | v | oo, | Memoyooiio,)
on ¥ 00 W|m11 ) m Y 10_“ Mamcryﬂmﬂ_@j
o Memo o
100 | N O isempty
0 | N (® does not change
10 | N 7) Cache block 111,,,, with tag 00y, corresponds to memory address
1 N - Correct
. The full address of a word contained in a cache block is
O hit O 11100 the concatenation of the tag field and the index, or
® 00111 0011

® miss
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27) Design a direct-mapped cache with the following

parameters:

e Address size: 32 bits

e (Cache data size: Q/
e (Cache block: 1 wor
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Address (showing bit positions) '2 %ci o (
3130 --- 131211-..2
Byte 22 . t(
Tag ]
Data
A
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28) The following is a series of address references given as word addresses:9, 4, 20, 4, 8, 15, 5, 19, 4, 20, 4,
nd a total size s. Show the hits and misses

22,7, 17, 10. Assume direct map with a word size o
and final cache contents. Show the final cache content. "
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28) The following is a series of address references gi as word addresses:g 4,20, 4, 8, }/% 9, 4, 20, 4,
2,7, y/, yd Assume direct map with a word sizelof es and a total size of 8 words. S]‘l@ t its 2and

misses and final cache contents. Show the final cache/content. S | S\I L/_ 5o ‘ ‘é
Location Cgs /) /l w
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